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Abstract 10 

The construction sector is one of the largest consumers of natural resources, but 11 

also a producer of a considerable amount of waste. Construction and Demolition Waste 12 

can be transformed into recycled aggregates and used as a substitute for natural 13 

aggregates, either in road construction or concrete, which is one way to reduce the 14 

environmental impacts of the construction industry. In order to increase the use of 15 

recycled aggregates in high value-added materials like concrete, it is important to 16 

guarantee the quality of the produced aggregates. The recycling industry therefore needs 17 

new methods to automate the characterization of recycled aggregates. 18 

In a previous work we showed that deep convolutional networks can classify the 19 

different constituents of recycled aggregates, achieving an average accuracy of 97%. In 20 

this work, we propose a novel network architecture called RACNET designed to 21 
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estimate the mass, the class and the binary mask of recycled aggregates from only 2D 22 

images. This could replace advantageously manual sorting tests as well as other 23 

geometric characterization tests (like particles size distribution), allowing for a real-time 24 

monitoring of recycled aggregates composition. We also present a prototype which 25 

preform automatic characterization of a flow of aggregates in real conditions, showing 26 

that our approach could be used in real industrial environments  27 

Keywords: recycled aggregates; convolutional neural networks; deep learning; image 28 

classification; mass evaluation, circular economy 29 

1 Introduction 30 

Based on a report from the World Bank [1], approximately 1.3 billion tons of 31 

solid waste were produced each year on the planet in 2012, and this amount was 32 

forecasted to reach 2.2 billion tons in 2025 at latest. According to Transparency Market 33 

Research [2], half of the global amount of solid waste produced each year comes from 34 

construction materials. In the European Union, construction and demolition waste 35 

(CDW) accounted for 36% of the 2 337 million tons of waste produced in 2018 [3]. In 36 

France, the construction sector is the largest producer of waste and consumer of natural 37 

aggregates with 224 Mt of CDW, 69% of the total amount of waste, produced in 2017 38 

[4] and 311 Mt of natural aggregates extracted the same year [5].  39 

The recycling of CDW is an effective way to reduce their storage in landfills or in 40 

specialized sites and to decrease the extraction of natural aggregates at the same time. 41 

Consequently, the European Union and the French government have passed laws in 42 

order to promote circular economy in the construction sector through the recycling of 43 



3 
 

CDW. The European Union set up the Horizon 2020 program [6] to encourage its 44 

member states to recycle at least 70% of their inert and non-hazardous CDW.  45 

Before being recycled, inert CDW are crushed and screened on recycling 46 

platforms in order to obtain recycled aggregates (RA). They are a complex mixture of 47 

different materials such as recycled concrete aggregates, natural stones, clay bricks, 48 

bituminous grains, along with traces of glass, wood and plastics. The nature of the 49 

materials that arrive on recycling platforms depends on the original site. Moreover, the 50 

crushing technique used to produce the RA affects the proportion of attached mortar on 51 

recycled concrete aggregates, as well as the amount of fines generated [7,8]. Hence, the 52 

composition of RA is variable. 53 

Several studies have been carried out in order to investigate the effects of partial 54 

or total replacement of natural aggregates by RA in concrete manufacturing. Generally, 55 

this substitution degrades the mechanical properties and durability of concrete [9–11]. It 56 

has however been found that carbonation of recycled concrete aggregates is a solution 57 

to alleviate these issues [12–14]. This would also contribute to reducing the carbon 58 

footprint of the construction sector. Among the different materials present in RA, only 59 

recycled concrete aggregates can carbonate, thanks to their attached mortar. Thus, it's 60 

crucial to be able to determine the proportion of recycled concrete in a batch of recycled 61 

aggregates so that we can estimate the amount of CO2 that may be potentially 62 

mineralized. In road construction, the use of RA containing a certain amount of bricks 63 

can even give better mechanical strengths than natural aggregates [15–18]. It is 64 

interesting to note that RA can also be used to make alternative hydraulic binders 65 

[19,20]. 66 
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These studies show that the composition of RA influences their physico-chemical 67 

and mechanical properties and that it is essential to characterize them to be able to 68 

produce high grade materials. Currently, the EN 933-11 standard recommends manual 69 

sorting in order to determine that composition according to 6 classes: Rc (concrete), Rb 70 

(clay bricks or tiles, other earthenware or ceramic tiles), Ru (natural stones), Ra 71 

(bituminous materials), Rg (glass) and X (other). However, this procedure has some 72 

significant drawbacks.  73 

Manual sorting is a time-consuming and tedious task which is carried out only 74 

occasionally on recycling platforms. Furthermore, since it is usually performed only 75 

once by a single operator on a particular sample of RA, the repeatability and 76 

reproducibility of the results are not evaluated. Especially, it is somewhat difficult to 77 

clearly differentiate recycled concrete aggregates from natural stones. The latter being 78 

used as aggregates in concrete production, some mortar can remain attached on them. 79 

According to the EN 933-11 standard, all concrete products or mortar should be 80 

considered as recycled concrete aggregates. This is arguable since a lot of them are 81 

mostly made of a natural stone with only a small part of attached mortar. Therefore, the 82 

properties of such aggregates would also be closer to those of the natural stone. This 83 

dilemma is also a source of confusion during manual sorting. Hence, it is very likely 84 

that there would be some variations in the results of the manual sorting if a particular 85 

sample of RA was analyzed several times by an operator or by different operators. 86 

In a previous work [21], we showed that deep convolutional neural networks 87 

(CNN) can be used to predict the class of RA in an automated way. CNNs are networks 88 

that can be trained to perform certain tasks on digitized image, for exemple image 89 

classification which is the identification of the category to which an object belongs. 90 
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Concerning the classification of RA, the CNNs would be trained to identify the nature 91 

of the grain using their images. A labelled database consisting of thousands of images of 92 

individual RA, which have been previously sorted, had to be built in order to train the 93 

CNNs. The trained networks achieved a classification accuracy of 97% [21]. 94 

Since the composition of RA determined by the EN 933-11 is given in terms of 95 

mass proportions, we also estimated the mass of the grains that have been classified by 96 

the CNN using a simple geometrical approach based on a coefficient accounting for the 97 

shape and density of each RA class. This method was compared to manual sorting on 98 

test batch of RA and the results were very satisfactory, as there was less than 6% 99 

difference in mass proportions between the two methods. Most importantly, our method 100 

is much faster than manual sorting. Indeed, once the pictures of RA have been taken, it 101 

took less than five minutes to classify 3kg of RA using the CNN and to estimate their 102 

mass, while the manual sorting lasted for a few hours. 103 

Nonetheless, the proposed method described above has some limitations. Indeed, 104 

the coefficients used to estimate the mass of the grains relied on the hypothesis that in a 105 

given sub-class, all the grains have the same shape and density. However, this is not 106 

always true as these parameters can be strongly affected by the crushing technique used 107 

[7,8].  108 

In recent works, neural networks were successfully used to predict the mass of 109 

either individual or of sets of objects using 2D images. A first approach consists in 110 

measuring various geometrical features on the image using classical image analysis 111 

tools, which is then used as the input features of a Multi-Layer Perceptron (MLP). This 112 

approach was for example used in [22,23] in order to estimate the mass of fishes or ber 113 

fruits respectively. The limitation of this method is that it relies on a limited set of 114 
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arbitrarily chosen geometrical features. A more versatile and powerful approach is 115 

based on the use of Convolutional Neural Networks (CNN), which can learn features 116 

needed to correctly predict the mass using a 2D image as input. In [24,25], a regression 117 

head is attached to the top of a pre-trained classification CNN in order to predict the 118 

mass of objects. In these works, there is only one kind of material in the frames, so a 119 

global mass per frame can be computed without objects localization and classification. 120 

In [26], a more sophisticated architecture is proposed to estimate the mass of individual 121 

objects of different types. The proposed network is based on an Xception backbone and 122 

is made of two interconnected modules which predict the density and the volume of the 123 

object. This model makes use of another neural network that is pre-trained on the 124 

ShapeNet 3D object dataset to compute several geometrical features which are used in 125 

the two other modules.  126 

All these works show the effectiveness of CNNs in predicting mass from 2D 127 

images. However, for this approach to be successful, one needs a very large dataset 128 

containing labelled objects as well as their ground truth mass to train the deep neural 129 

networks.  130 

In this study, we describe a novel architecture of CNN designed to predict the 131 

class (i.e., the nature), the mass and the binary mask of recycled aggregates using only a 132 

2D image (section 2.1). We have called this CNN the Recycled Aggregates 133 

Characterization Network (RACNET). In section 2.2, we describe the creation of the 134 

RA database, and we propose and validate a method to estimate the mass of each 135 

aggregates using careful sampling and shape factors.  In section 3, results of 136 

classification, mass and area predictions are analyzed. We also give insights into what 137 

the neural network has learned. Lastly, we show in section 4 how the proposed method 138 
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can be fully automated so that it could be used in industrial applications using another 139 

neural network to perform the automatic detection of aggregates. 140 

2 Materials and methods 141 

2.1 Recycled Aggregate Characterization Network (RACNET) architecture 142 

Determining the mass of a 3D object using only 2D information can be divided 143 

into two different tasks: estimating the object’s density at first, followed by its volume, 144 

as in [26].  145 

The density is strongly correlated to the nature of the object, which can be 146 

determined by a CNN as we showed in [21]. However, it can vary significantly in some 147 

cases; for example, recycled concrete aggregates can be made of different types of 148 

natural aggregates and the proportion of attached mortar can vary significantly from a 149 

grain to another. The porosity, and therefore the bulk density, of some aggregates can 150 

also vary significantly (e.g., limestone aggregates). The question is to what extent these 151 

differences are visible in a picture. 152 

The volume of an aggregate is related to its shape, which depends on both its 153 

nature and the crushing process. Using only one camera, we have not access to any 154 

volumetric information, but we can try to train the neural network to learn some 3D 155 

features using the 2D picture. The volume can be expressed as the product between its 156 

projected area � and an equivalent thickness �. The projected area is the area of the 157 

mask of the aggregate in the 2D picture, which can be predicted by a trained CNN. The 158 

equivalent thickness can be computed as the average of local thickness (i.e., by pixel). 159 

Here, we cannot train the network to learn estimating the local thickness, as we do not 160 
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have access to this information, but this formulation guides us in deriving a relevant 161 

network architecture.  162 

Following the previous discussion, the mass of an aggregate can be expressed as:  163 

� = � × � × � Eq. 1 

As said previously, we can measure the projected area � (in cm	), but we have no 164 

information about the equivalent thickness � (in cm) and the bulk density � (in g. cm�) 165 

of each aggregate. Note that we can only obtain average values of the densities from 166 

literature. Still, we follow this formulation and propose a new network architecture to 167 

estimate the mass of recycled aggregate as a product between three learned factors: the 168 

projected area �, a factor � which is predicted on top of a trained classification network, 169 

and thus depends on features learned to classify the nature of the aggregate, and a 170 

second factor �  that is only slightly linked to the classification network and therefore 171 

depends on other meaningful spatial features.  172 

The general architecture of this network called RACNET (Recycled Aggregates 173 

Characterization NETwork) is depicted in Figure 1. It is based on a trained 174 

classification network, which can be any network like ResNet, ResNeXt, RegNet, 175 

EfficientNet [27–30], for example. In the proposed implementation, the backbone is a 176 

residual network using separable convolutions, as presented in [21]. We have found that 177 

this network performed better than other common architectures with comparable 178 

number of parameters, such as EfficientNetB3 or RegNetY1.6GF for the studied task. 179 

The backbone network is made of repetitions of a basic block called SepResBlock 180 

which is a residual block made up of two separable convolutions and a Squeeze-and-181 

Excitation module (see [21,31] for more details). This network is made of 18 182 

convolution layers and a dense head. Its number of parameters is about 11M.  183 
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After the final global average pooling, we attach a new head with two dense layers 184 

which combine previous features learned by the backbone network to classify the 185 

aggregates, in order to predict the � factor. As this factor is computed by a combination 186 

of features used for the classification task, it will depend on the nature of the aggregate 187 

as well as other geometrical or textural characteristics specific to the RA class.  188 

 189 

Figure 1: Proposed architecture of the RACNET. The stride s is given for each stage. 190 
Colored boxes indicate the input and targets used to train the network. 191 

 192 

A new module called geometry module is attached to the output of the first stage. 193 

This module is therefore only slightly linked to the classification network and will learn 194 

whatever other useful features necessary to estimate the mass of aggregates. It is made 195 

of two complementary submodules G1 and G2. The first step consists in upscaling the 196 

feature map in order to have a sufficient spatial resolution. The first module G1 is made 197 
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of a repetition of residual convolutional blocks followed by a global average pooling 198 

layer connected to two dense layers. It outputs the single scalar �, which will not 199 

necessarily depend on the class of the aggregate, but mainly on geometry features. The 200 

G2 module is responsible for predicting the binary mask of the aggregate, and it outputs 201 

the normalized area �∗ = ��/�� × ��, where �� is the discretized area, � and � are 202 

the height and width of the image respectively. This second module is made of a 203 

residual block followed by a projection and sigmoid activation, in order to get a feature 204 

map of dimensions 
�

	
× �

	
× 1. The normalized area is then obtained by a global average 205 

pooling of this last feature map.  206 

The product of the three factors �, � and �∗ gives a single scalar called normalized 207 

density and denoted �∗, which is related to the mass of the aggregates, as shown in the 208 

following.  209 

�∗ = � × � × �∗  Eq. 2 

The proposed implementation of the RACNET architecture has about 13,7 M 210 

trainable parameters, which makes it a very lightweight network. 211 

2.1.1 Normalization of target values 212 

The input of the convolutional neural network is a 2D image with fixed size � × � 213 

(in pixels). In this work, � is equal to 256 pixels. The predicted “mass” value should 214 

therefore be independent from the image true size. If we note  � the discretized volume 215 

of the aggregate in voxels and ! the resolution of the image in pixel/cm, then the mass 216 

can be expressed as: 217 

� = � ×
 �

!  
Eq. 3 
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We could use � × ! = � ×  � as the target for the predicted mass value, but 218 

this product can take values from 1 to 1.3 × 10) g.voxel.mm-3. To normalize the target, 219 

we simply divide it by a reference volume which is the volume of the cube with the 220 

same length as the image side � in pixel (here � = 256). 221 

The target �∗ for the numerical mass output of the neural network is then defined 222 

as: 223 

�∗ =
� × !

�   
Eq. 4 

�∗ is expressed in */+�, and is therefore called a normalized density. We have 224 

tried other nonlinear normalization methods (such as quantile transform) but it was 225 

found that it hurts the learning process and decreases the final performance of the 226 

network. It seems important to preserve the relative differences between the target 227 

values, even if it gives some targets values as small as 6 × 10�,*/+� in our current 228 

database. 229 

As stated previously, the area target is the area of the mask of the aggregate 230 

measured in number of pixels and denoted ��, divided by the total image area: 231 

�∗ =
��

�	  
Eq. 5 

2.1.2 Loss  232 

The RACNET predicts a one-hot encoded vector of class predictions, a 233 

normalized area and a normalized density. The total loss is expressed as the weighted 234 

sum of three losses: 235 

�-.- = /0�123 + /	�5675 + /��7839-: Eq. 6 

Where �;<= is the categorical cross-entropy loss, and �5675 and ��7839-: are the 236 

mean absolute percentage error (MAPE) of the predicted area and density respectively 237 
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and >9 are the corresponding loss weights. Due to the very wide range of values for 238 

density targets, we have found that MAPE loss gives far better results than other losses 239 

such as mean squared error (MSE). 240 

2.2 Recycled aggregates database 241 

The EN 933-11 standard gives 6 classes of RA, namely concrete grains (Rc), 242 

natural stones (Ru), ceramics (Rb), bituminous grains (Ra), glass (Rg) and others (X). 243 

However, some classes contain aggregates with considerable differences in properties 244 

such as mechanical strength, density, water absorption, porosity and so on. For example, 245 

limestone and basalt are both classified as natural stones but have very different 246 

properties. Thus, we based ourselves on the 6 classes in order to define 16 sub-classes 247 

regrouping RA with similar properties. For example, limestone and basalt are in two 248 

distinct sub-classes (Ru01 and Ru02 respectively) that belong to the class natural stones 249 

(Ru). The classes of the EN 933-11 standard were therefore divided into more 250 

homogenous sub-classes as shown in Table 1 (see also [21]). 251 
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EN 933-11 

classes 
Corresponding  

sub-classes 
Description 

Rc Rc Concrete grains 

Ru 

Ru01 White stones such as limestone  

Ru02 
Grey stones such as basalt & 
others of similar colors 

Ru03 
Light colored grainy stones 
(majority of quartz and 
feldspar) 

Ru04 
Colored or dark colored 
siliceous and rather angular 
stones 

Ru05 
Light-colored and rounded 
alluvial stones 

Ru06 Slate 

Rb 
Rb01 Clay bricks or roof tiles 

Rb02 
Ceramic tiles, earthenware tiles, 
etc. 

Ra Ra Bituminous grains 

Rg Rg Glass 

X 

X01 Wood 

X02 Plastics 

X03 Steel 

X04 Paper and cardboard 

X05 Others 

Table 1: EN 933-11 classes and corresponding sub-classes of recycled aggregates 252 

In the present work, we use two image databases. The creation of the first 253 

database, called D1, was detailed in a previous paper [21]. This database contains now 254 

about 38k images of aggregates of granulometric fraction 4/31.5 divided in 16 classes. 255 

The pictures are taken on a copy stand with a blue background at different resolutions, 256 

namely 23 pixels/mm for the 4/10 granular fraction and 12 pixels/mm for the 10/31.5 257 

granular fraction. With this setting, the smallest diameter of an aggregate is discretized 258 

by a least 100 pixels approximately. 259 

The second database, called D2, is made of images of RA of granulometric 260 

fraction 4/40 photographed with a linear camera on a conveyor belt. The experimental 261 
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setup is shown in Figure 2. It is made of a vibratory feeder which uniformly distributes 262 

the aggregates on a conveyor belt. Note that it is important to adjust the vibratory feeder 263 

to limit the overlapping of aggregates. Images of the aggregates are captured by a linear 264 

camera of 8192 pixels width. In the following, we work with images of 8192×4096 265 

pixels (see Figure 3). The vertical position of the camera is set in order to obtain a 266 

resolution of about 28.4 pixels/mm, which allows to capture fine details on the smallest 267 

aggregates (down to 4 mm). Using this device, we took about 540 pictures for a total of 268 

20k aggregates (see an example of a picture in Figure 3).  269 

 270 

Figure 2 Automatic aggregates characterization device. A vibratory feeder (right) 271 
distributes aggregates on the conveyor belt. A linear camera capture pictures of the 272 

aggregates. 273 
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 274 

Figure 3: Mixed aggregates photographed by the linear camera (4096×8192 pixels) 275 

Details about the number of elements per class are given in Table 2. Note that the 276 

databases are very unbalanced, as some classes are hard to find in industrial recycled 277 

aggregates (mostly X and Rg). These classes (greyed out in Table 2) are not used for 278 

evaluating the performance of the RACNET architecture. 279 

 280 
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Class D1 D2 TOTAL 

Ra 5659 329 5988 
Rb01 3140 1406 4546 
Rb02 2344 206 2550 
Rc 7513 9396 16909 
Rg 43 10 53 
Ru01 6525 3241 9766 
Ru02 3322 2890 6212 
Ru03 1203 35 1238 
Ru04 2947 921 3868 
Ru05 3414 1008 4422 
Ru06 1075 29 1104 
X01 926 93 1019 
X02 475 12 487 
X03 281 25 306 
X04 93 3 96 
TOTAL 38960 19604 58564 

Table 2: Number of elements per class in database D1 and D2. Greyed lines correspond 281 
to classes that are not used to train and evaluate the performance of RACNET. 282 

2.3 Ground truth mass estimation 283 

It is obviously not possible to weigh each aggregate individually, as it is very time 284 

consuming. We have chosen to weigh only a small part of the aggregates (more than 285 

1800, from 8 different classes) to get sufficient ground truth mass values. For the other 286 

aggregates, we use a shape factor approach [21] to estimate the mass of individual 287 

grains knowing the total mass of the aggregates on each picture or series of pictures. 288 

The equivalent thickness in Eq. 1 can be expressed as the product of a characteristic 289 

thickness with a shape factor ?. In this work, the characteristic thickness of an 290 

aggregate is defined as the diameter of the largest inscribed circle in the projected area 291 

of the aggregate as in [21]. For this approach to be successful, the aggregates on a 292 

picture must be of the same class and have similar morphological characteristics. We 293 

therefore proceed as follows: 294 
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- After manual sorting of a batch of aggregates coming from the same test batch, we 295 

weigh a small sample of aggregates of the same class and granular fraction.  296 

- We take a picture or a series of pictures of this sample. 297 

- Each aggregate is segmented individually using either classical image analysis tools 298 

or a home-made instance segmentation network, as it will be detailed later in section 299 

4. 300 

- Knowing the total mass @A of the aggregates in a picture B (or a series of pictures), 301 

the mass of a single grain �9 is estimated as: 302 

�9 = �A?A�9C9 Eq. 7 

Where �9 is the projected area (i.e., the area of the segmented mask), C9 the 303 

diameter of the largest inscribed circle in the grain and �A?A the shape factor-density 304 

product for the picture B, defined as: 305 

�A?A =
@A

∑ �9C99
 

Eq. 8 

With this method, we ensure that the sum of the estimated mass for all aggregates 306 

in a picture or a series of picture is equal to the real measured mass. Using careful 307 

sampling, we hope to limit the error on individual mass estimation.   308 

In order to validate the proposed approach to estimate the mass of a single 309 

aggregate using the total mass of the aggregates in a picture or a series of picture, we 310 

compare the real mass of about 1800 weighed aggregates to the estimated mass 311 

calculated using shape factors. Figure 4 shows a scatter plot of the estimated mass 312 

versus the ground truth mass of each aggregate. Qualitatively, these results indicate that 313 

the procedure based on shape factors allows to estimate correctly the major part of the 314 

aggregates masses. Only a few lightweight aggregates show large relative errors. The 315 

mean absolute error for each class is presented in Table 3. The mape is quite similar for 316 
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all classes, between 20 and 30%, except for Ra, where it is only 16%. It indicates that 317 

the proposed performs well for all tested classes. If we plot the Absolute Percentage 318 

Error (APE) distribution (Figure 5), we can see that the APE is lower than 25% for 319 

about 61% of the aggregates and it is lower than 50% for 91% of the aggregates.  320 

Using the proposed shape factor procedure along with careful sampling is 321 

therefore a good solution to estimate the ground truth mass of each aggregate when only 322 

the total mass of a batch of aggregates is available.  323 

 324 

Figure 4 : Estimated mass vs ground truth mass. Markers are colored by the value of 325 
the Absolute Percentage Error. The dashed line is the identity line. A zoomed-in inset is 326 

plotted to see the details for lightweight elements. 327 

  328 



19 
 

 329 
Class MAPE (%) 
Ra 16.4 
Rb01 28.5 
Rb02 21.1 
Rc 20.1 
Ru01 21.0 
Ru02 27.9 
Ru04 29.0 
Ru05 27.6 

Table 3: mean absolute percentage error per class between ground truth and estimated 330 
mass using shape factor approach. 331 

 332 

 333 

Figure 5 Distribution of Absolute Percentage Error between true and estimated mass. 334 
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3 Results and discussion 335 

3.1 Training 336 

The backbone and the classification head are trained beforehand. The training, 337 

validation and tests sets are generated using a mix of the D1 and D2 datasets. The target 338 

numbers of images per class in training/validation/test sets are 8000/800/800 339 

(4000/400/400 from each dataset). If the number of elements is not sufficient, an image 340 

can be used twice using image augmentations (random rotation, gamma correction and 341 

noise, see [21]). Of course, even with augmentations, some classes do not contain 342 

enough elements to obtain the prescribed number of images. In this case, we try to keep 343 

the same split between the three sets. Finally, we discard classes with too few elements 344 

(Rg, X02, X03 and X04), keeping only 11 classes, as said previously. The composition 345 

of the training/validation/test dataset is given in Table 4. 346 

Class Training Validation Test 

Ra 4544 454 427 
Rb01 6336 634 517 
Rb02 4250 424 409 
Rc 8000 800 800 
Ru01 8000 800 670 
Ru02 8000 800 640 
Ru03 2062 206 205 
Ru05 5674 568 483 
Ru04 5528 552 477 
Ru06 1838 184 181 
X01 1694 170 161 
TOTAL 55926 5592 4970 

Table 4: Number of elements in training/validation/test sets. 347 

All the images are resized or padded to 256×256 pixels. In preliminary studies, 348 

we found that the classification accuracy depends on the image resolution. The size of 349 

256×256 pixels was chosen because it was a good compromise between computation 350 
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speed/memory footprint and precision. A larger size did not provide significant 351 

improvement.  352 

The classification network was trained using an Adam optimizer with an initial 353 

learning rate of 1.10� and a batch size of 32. The learning rate is reduced by a factor 2 354 

when the loss does not decrease for 5 consecutive epochs. The training is stopped when 355 

the validation loss does not decrease during 25 consecutive epochs.  356 

The 3 RACNET modules were then trained using a frozen backbone and with the 357 

same dataset and learning procedure, but with a batch size of 64. Mass and area targets 358 

were normalized as explained previously. The losses weights /	 and / were set to 1. 359 

Note that a dropout rate of 0.4 is applied during training between each dense layer in the 360 

DENSITY HEAD and the G1 GEOMETRY module.  361 

The training and validation loss curves for normalized density and area are plotted 362 

in Figure 6. The overfitting is very limited, probably thanks to the dropout layers. The 363 

model used for prediction hereafter is the one with the lowest total validation loss (Eq. 6 364 

using /9 = 1, F = 1,2,3). 365 

 366 

Figure 6 Training (solid blue line) and validation (dotted orange line) loss for 367 
normalized density target (left) and area target (right). 368 
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3.2 Classification results 369 

Results presented hereafter are obtained on the test set containing about 4970 370 

aggregates for a mass of about 6,14 kg. 371 

The backbone achieves an average accuracy on the test set of about 98% which is 372 

similar to previous results using a network with nearly double number of parameters 373 

[21]. The fact that this lightweight backbone with only 18 convolution layers performs 374 

as well as a larger network may be due to the increase of the number of images in the 375 

training set and to a slightly more aggressive strategy for image augmentation (mostly 376 

the random addition of different types of noise on the aggregates). Complete 377 

classification results are summarized in the confusion matrix (Figure 7). The 378 

performance of our network is very satisfying, as the accuracy is greater than 95% for 379 

all classes. Most confusions occur between concrete (Rc) and natural stones (limestone 380 

Ru01 or basalt Ru02). This is mainly due to the fact that recycled concrete aggregates 381 

often contain natural stones with barely any attached mortar. Note that this is an 382 

inherent problem of the classification proposed in the EN 933-11 standard. A possible 383 

solution to detect correctly the attached mortar could be to segment mortar pixels using 384 

a specific semantic segmentation module. 385 
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 386 

Figure 7 Confusion matrix for the RACNET classification backbone. 387 

3.3 Mass regression 388 

In order to evaluate the ability for the RACNET to correctly predict the mass of 389 

recycled aggregates, we can compute the Mean Absolute Percentage Error (MAPE) for 390 

each class. Although the MAPE is a good indication of the network performance, it 391 

does not reflect the fact that a large relative error is less important on a light aggregate 392 

than on a heavy one. From an industrial point of view, it is therefore more useful to 393 

quantify the relative error on the total mass for each class, because the most relevant 394 

feature is the precision of the global mass estimation for each class. We define the total 395 

mass absolute percentage error for a class B as the absolute relative error between the 396 

total ground truth mass @GH
A  and the total predicted mass @IJKL

A  in the class k: 397 

TM_APES =
T@GH

A U @IJKL
A T

@GH
A  Eq. 9 
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The MAPE and TM_APE for each class are summarized in Table 5. The total 398 

ground truth and predicted masses are also given for each class, as well as for the entire 399 

test set. The MAPE is lower or equal to about 10% for all classes except for wood 400 

aggregates (X01). This can be due to the low resolution of lots of the wood aggregates. 401 

Indeed, as the wood aggregates are often very elongated, the downscaling factor to 402 

resize the image to the chosen fixed input size can be larger than that of more circular 403 

aggregates. Moreover, the shape and real density variability is more important for this 404 

kind of aggregates. The MAPE is similar for the other classes, but we can notice that the 405 

error is more important for the classes containing a greater diversity of aggregates such 406 

as Ru04 or Rb02.  407 

The global mass estimation for each class is quite good, as the average error is of 408 

only 2% and the relative errors are below 5% except for wood aggregates (7%). This 409 

result is very encouraging. 410 

In Table 6, we also provide the comparison between the true and predicted mass 411 

fraction distribution (respectively denoted %GT and %PRED). It shows that the 412 

difference between the ground truth mass fractions and those predicted by the RACNET 413 

are all lower than 1 point. 414 

These good results show that our network could be used as a replacement for 415 

manual sorting in industrial applications.   416 

 417 

 418 

 419 

Class VWX (g) VYZ[\ (g) MAPE (%) TM_APE (%) 

Ra 383.1 393 5.68 2.56 
Rb01 514.1 509 6.93 1.00 
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Rb02 891 885.7 8.64 0.60 
Rc 933.4 901.4 7.87 3.43 
Ru01 946.2 939.6 7.24 0.70 
Ru02 417.4 412.5 6.30 1.17 
Ru03 159.8 155.3 5.93 2.80 
Ru04 527.1 533.1 8.50 1.13 
Ru05 886 883.5 6.84 0.29 
Ru06 56.7 57.5 6.05 1.36 
X01 425.7 457.1 23.23 7.37 
Average   8.47 2.04 

Total 6141 6127  0.21 

Table 5: total ground truth and predicted mass per class, as well as mass MAPE and 420 
relative error on total mass per class. 421 

Class %GT %PRED 

Ra 6.2 6.4 
Rb01 8.4 8.3 
Rb02 14.5 14.5 
Rc 15.2 14.7 
Ru01 15.4 15.3 
Ru02 6.8 6.7 
Ru03 2.6 2.5 
Ru04 8.6 8.7 
Ru05 14.4 14.4 
Ru06 0.9 0.9 
X01 6.9 7.5 
Total 100 100 

Table 6: Ground truth and predicted mass fraction for each class. 422 

 423 
3.4 Segmentation masks 424 

While the normalized area �∗ is a target value used during training, there is no 425 

explicit loss for the mask. We can verify that the output of the G2 projection layer (after 426 

sigmoid activation and a threshold of 0.5) matches the mask of the aggregates by 427 

plotting the contour of the binary mask superimposed onto the input picture (Figure 8). 428 

The masks are qualitatively accurate, which is confirmed by the area MAPE loss which 429 
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is as low as 0.13% (see Figure 6). The binary mask can be used to measure some useful 430 

morphological characteristics (particle size distribution, angularity, etc.).  431 

  

Figure 8 Contours of binary mask in red obtained after the G2 projection layer (with 432 
threshold 0.5). 433 

3.5 What does the network learn? 434 

The RACNET was designed so that the � factor is strongly correlated to the class 435 

of the aggregates while the � factor is only slightly linked to the classification network. 436 

As there are no target values for these two factors, we do not know a priori what the 437 

network will learn during training. From Eq. 4, we have: 438 

�∗ = � × � × �∗ = � 
!

�   
Eq. 10 

where  = ]^

J_ = � × � is the real volume in cm, � the real area (in cm2) and � the 439 

length of the image in pixels.  440 

We know that � = `∗ ab

Jb , so the product � × � can be expressed as: 441 

� × � = ��
!
�

 
Eq. 11 

In order to know what the RACNET actually learns, predicted values of � and � 442 

are plotted in Figure 9 for each class. We plot the normalized factor � and not directly 443 

� = ��/!  because the equivalent thickness depends on the size of the aggregates, 444 



27 
 

while � is independent of the resolution and size of the image and should depend on the 445 

shape only. Here, we assume that � is a density in g/cm3. It is interesting to note that the 446 

results tend to confirm our initial intuition. Indeed, � factor values are in the same order 447 

of magnitude as real aggregates density: above 2g/cm3 for most natural stones and 448 

concrete (Ru, Rc) and about 1.5g/cm3 for clay bricks (Rb). Furthermore, relative 449 

differences between the classes are quite realistic. Indeed, the predicted density is 450 

smaller for more porous materials (like clay bricks or wood). One can however note that 451 

the predicted � factor is smaller than real average values for wood (0.28g/cm3) and slate 452 

(0.8g/cm3). It is possible that some shape characteristics that are specific to all or most 453 

elements of a class are integrated in the � factor. Indeed, slate equivalent thickness is 454 

roughly the same as other aggregates, whereas slate aggregates are flatter and thinner 455 

than other aggregates. Regarding the predicted normalized equivalent thickness �, the 456 

values are similar for all classes except for wood aggregates. This may be due to the fact 457 

that most of the wood aggregates are very elongated. In any case, this reflects the fact 458 

that the shapes of wood aggregates are different from other aggregates. Note however 459 

that there is no significative difference between the average normalized equivalent 460 

thickness of rounded aggregates (Ru05) and other angular aggregates. Again, it may be 461 

due to the fact that the roundness is a class characteristic and is integrated in the � factor 462 

rather than in the � factor. 463 
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 464 

Figure 9 Histogram of predicted normalized density (� factor) and equivalent thickness 465 
(� factor) per class. Error bars represent standard deviations. 466 

4 Automation and industrial application 467 

4.1 Extraction of individual aggregates 468 

The main limitation of the RACNET is that the network’s input must be a picture 469 

of a single aggregate. We therefore need to extract each aggregate individually, without 470 

its close neighbors. This task, called instance segmentation, is a very active research 471 

area. Architectures like MASK-RCNN [32] or more recently CondInst [33] or 472 

YOLACT++ [34] can be used to extract the bounding box, the class and the mask of 473 

each object in an image. Other approaches are based on edge detection [35–37]. In this 474 

work, we follow this path and we implemented a slightly modified version of ResUNet-475 

a architecture [35]. This network outputs three feature maps: an object score map, a 476 

contour score map and a distance map. In order to get the instances, the contour map is 477 

first thresholded and dilated by a small factor, and subtracted from the binary object 478 
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map. A simple connected component labeling is then used to extract each aggregate. We 479 

also tried to use the distance map and a watershed algorithm, but it leads to over 480 

segmentation. The benefit of this approach is that the output of the network has the 481 

same resolution as the input image, giving far more precise masks than MASK-RCNN 482 

for example. It is also better suited than FCOS or MASK-RCNN networks to detect 483 

elongated and thin objects like wood particles or steel bars. The downside is that 484 

aggregates touching or slightly overlapping each other are sometimes extracted as a 485 

single instance (see Figure 10). This is not too detrimental because it often happens in 486 

the case of very similar aggregates, so it is not a problem for the classification task. 487 

Results also show that this does not reduce the accuracy of the mass prediction. Detailed 488 

architecture and performances of the detection network are given in APPENDIX. 489 

 

(a) 
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(b) 

Figure 10: Example of aggregate segmentation obtained after processing the ResUNet-490 
a network outputs. In image (a), two overlapping aggregates (in the biggest red box) 491 
are detected as a single instance and a cluster of fine particles are also incorrectly 492 
detected as an aggregate (in the small red box). In image (b), all the aggregates are 493 

correctly identified. Note also the quality of the segmented masks. 494 

 495 
In existing architectures, the classification and detection tasks are done using the 496 

same backbone network. In our case, the size of the input images (8092×4096 pixels) is 497 

far too large to be used in the neural network with our available GPUs. As mentioned 498 

earlier, the classification accuracy depends on the resolution of the images. It is 499 

therefore not possible to downscale sufficiently the original image to perform both 500 

object localization and classification task. It is not advisable to use patches, because 501 

using incomplete image of aggregates would be very detrimental to the mass estimation. 502 

We therefore proceed in two steps: a downscaled image of size 1536×768 (resolution of 503 

5.4 pix/mm) is first used as the input of our lightweight instance segmentation network 504 

in order to predict the instance bounding boxes and their corresponding masks. Then, 505 

each detected aggregate is extracted in the original image (at 28.4 pixels/mm resolution) 506 

and resized/padded to a size of 256×256 pixels. Finally, the resized images of 507 

individual aggregates are processed by the RACNET. This approach could be improved 508 
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to make it more efficient (e.g., by integrating the segmentation, classification and mass 509 

prediction in the same network), but our aim here is to demonstrate that the proposed 510 

approach can be fully automated and used in an industrial environment. 511 

4.2 Validation 512 

To validate our approach, we use a sample of approximately 3kg of RA 6/20 from 513 

the recycling platform Valosphere in La Rochelle (France), which belongs to our 514 

industrial partner Spie batignolles malet. We first photographed unsorted aggregates 515 

using the experimental prototype described in section 2.2, then we manually sorted and 516 

weighed the aggregates. 517 

The segmentation network extracted 2596 individual aggregates from the 77 518 

photographs. Results of manual sorting and RACNET predictions are presented in 519 

Table 7:  for each class defined by the EN 933-11 standard and as well as for subclasses 520 

defined in Table 1. Note that to obtain the classification results, we take the maximum 521 

value of the sigmoid of the classification layer output and, if the value is below 0.1, we 522 

consider that the aggregate is unknown, and we put it in class X. This threshold value is 523 

chosen empirically and is intended to filter predictions with very low confidence only. 524 

We also grouped classes X and Rg, as there is only one element in Rg and only a few 525 

unknowns. 526 

The predictions given in Table 7 are very close to the ground truth for each class 527 

defined by the EN 933-11, with a maximum mass fraction deviation of 1.6 point for Rb 528 

class (clay bricks, ceramic tiles, earthenware tile, etc.). Furthermore, the relative error 529 

between the ground truth and the predicted total mass is only of 2%, which is quite an 530 

impressive achievement.  531 
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If we look at the detailed subclass predictions in Table 7, we can see that there is 532 

however room for improvement. For example, we have found that Ru03 aggregates are 533 

not well detected by the network and are often confused with concrete (Rc) or limestone 534 

(Ru01) aggregates. We hope that adding more images photographed on the conveyor 535 

belt to the D2 database will increase the classification accuracy. 536 

 537 
Class Subclass VWX (g) VYZ[\ (g) %GT %PRED 

Ra 
 9.7 6.3 0.3% 0.2% 

Rb 
 357.4 317.5 12.0% 10.4% 

 Rb01 299.9 230.5 10.1% 7.6% 

 Rb02 57.5 87 1.9% 2.9% 

Rc 
 1880.1 1913.1 63.0% 62.8% 

Ru 
 730.0 792.8 24.5% 26% 

 Ru01 601.0 694.2 20.1% 22.8% 

 Ru02 60.3 82 2.0% 2.7% 

 Ru03 13.8 2.6 0.5% 0.1% 

 Ru04 10.2 1 0.3% 0.03% 

 Ru05 44.8 13 1.5% 0.4% 

X + Rg 
 6.6 16.6 0.2% 0.5% 

TOTAL 
 2984 3046 100% 100% 

Table 7: Comparison between manual and automatic classification according to the 538 
EN933-11 standard and details for subclasses defined in Table 1. 539 

5 Conclusion and future work  540 

In this work, we have proposed a new method based on convolutional neural 541 

networks to estimate the mass and the nature of individual recycled aggregates based on 542 

2D images. We first validated a simple method to estimate the mass of each aggregate 543 

on a picture using the total mass of the aggregates and a simple geometric approach, 544 
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making possible the creation of a large recycled aggregates database (more than 38k 545 

images in database D1 and 20k in database D2).  546 

We designed a new architecture called RACNET to predict the class, the mass and 547 

the binary mask of pictures of individual aggregates. The results show that a lightweight 548 

network using SepResBlocks allows us to achieve an accuracy of 98% on the test set for 549 

the classification task and an average (over classes) error of 3% for the estimation of the 550 

total mass of each class. Besides, binary masks areas were predicted with less than 1% 551 

error, which will allow further morphological analysis of the detected aggregates (such 552 

as particle size distribution). 553 

At last, we demonstrated that our method can be fully automated and applied in 554 

realistic conditions, using a simple encoder-decoder network to detect and extract each 555 

aggregate. Applied to a real sample coming from a real recycling platform, our method 556 

shows very good agreement with manual sorting, even if there are still some intra-class 557 

confusions. 558 

The proposed method can therefore allow for rapid characterization and control of 559 

recycled aggregates directly in recycling platforms. It is also a first step toward 560 

automatic sorting. We hope that this work will help to increase the use of recycled 561 

aggregates for the production of higher value-added materials such as concrete. 562 
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APPENDIX - ResUNet-a architecture and performance 569 

The network used to extract each aggregate is based on the ResUNet-a 570 

architecture [35]. The number of filters for each stage is set to 32, 64, 128, 256, 512, 571 

784. The dilation rates in ResUNet -a blocks are set to [1, 3, 9, 15], [1, 3, 9], [1, 3] and 572 

[1] depending on the stage. We also add a convolution layer in long range connections 573 

between the encoder and decoder part.  574 

The network is trained using the database D2, using 464 images in training set and 575 

50 images in validation set. We use an Adam optimizer with an initial learning rate of 576 

1.10�, which is halved if loss does not decrease for 3 consecutive epochs. Training is 577 

stopped when validation loss does not decrease for 20 consecutive epochs.  578 

The network outputs a contour map, a segmentation map and a distance map 579 

(which is not used for instance segmentation). Instances are then extracted as explained 580 

in section 4.1.  581 

The network achieves a pixel accuracy of 99,8%, which means that almost all the 582 

aggregates pixels are correctly segmented. Regarding the instance detection, the 583 

network achieves a box AP75 of 96.3% and a box AR75 of 97.5% on the validation set. 584 
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